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173 to have a uniform time interval between each event which is based
174 on the input value for the ion flux. Diffusion events do not occur at
175 a constant rate, so the sum time taken by all diffusion events is
176 tracked separately and compared to the total impact time to deter-
177 mine when events should occur. Diffusion rates are continually up-
178 dated throughout the simulation anytime a nearby coordinates
179 height is changed.
180 At the current time, the simulation code is able to complete a
181 run on a 1500 atoms ! 1500 atoms surface with a flux of 1015 -
182 ions/cm2-s and a fluence of 5 ! 1017 ions/cm2 in 32–36 h at a sim-
183 ulation temperature of 350 K. The runtime displays little to no
184 angular dependence.

185 4. Results and discussion

186 4.1. Phase diagram

187 In order to investigate the angular dependency of surface pat-
188 terning, simulations of 0!–60! incidence in 5! increments were per-
189 formed to construct a phase diagram. In all cases, 500 eV Ar+ are
190 incident on a Si surface with a simulation temperature of 350 K.
191 The ion flux was 1015 cm"2 s"1 and the fluence was up to
192 3 ! 1017 cm"2. The final morphologies were analyzed and a transi-
193 tion angle was found near 15!. Parallel-mode ripples were ob-
194 served to form at angles above 15!, while angles below 15! lead
195 to flat surfaces. The results also show that ripple amplitude and
196 wavelength increase with increasing incidence angle.
197 Four resulting surface morphologies are given in Fig. 3. At 0!
198 incidence, it is clear that the surface is essentially flat, with a height
199 range of about 1.4 nm. At 15! incidence, the surface becomes
200 rougher, with an average height of about 2.1 nm. Unordered rip-
201 ple-like patterns start to form, which indicates a transition phase.
202 At angles of 30! and 50!, clear parallel-mode ripples form at the
203 surface with amplitude around 3.0 nm. The 50! case also shows
204 corrugations of about 20 nm wavelength similar to those described
205 in [5], which are not predicted by any other model that we know
206 thus far.
207 Also, in order to evaluate the relative contribution of sputter
208 erosion and ion induced mass redistribution, another set of simu-
209 lations were performed for comparison. In these simulations, the
210 surface response for single impact was modeled by pure surface
211 erosion due to sputtering. The rest of the simulation parameters re-
212 mained the same. Thus, these simulations are conceptually identi-
213 cal to the classical BH model. In terms of pattern transition, the
214 resulting morphologies started to show ripple-like patterns from
215 very small incidence angles, unlike our model which predicted flat
216 surface for angles smaller than 15! (consistent with experimental
217 measurements). Fig. 4 provides four resulting morphologies to
218 compare with Fig. 3.

219Another comparison was performed with the ripple phase dia-
220gram developed experimentally by Madi et al. in [15,16] and re-
221vised in [17]. The results of our model appear to partially agree
222with the experiments presented therein; the parallel ripples corre-
223spond exactly with the experimental data for 50!, 500 eV inci-
224dence. This agreement is not perfect, since Madi and Aziz [17]
225predicted a flat-to-ripple transition angle at around 47!. This differ-
226ence may be caused by the smoothing mechanism used in our
227atomistic model. At near room temperature, it is believed the
228ion-enhanced viscous flow is the dominant smoothing mechanism
229instead of surface diffusion, which is the major mechanism at high
230temperature. Although the two mechanisms share the same func-
231tional form macroscopically, this limits the accuracy of compari-
232sons between Madis results and those from our simulations.
233Although the actual transition angle differs, the qualitative agree-
234ment is an improvement over classical BH theory, which always
235predicts ripples. The implication, then, is that the shape of the cra-
236ter-particularly the rims helps determine the resulting surface
237morphology, and not only the curvature dependence of the surface
238sputtering yield as held by conventional theory.
239Additional agreement with experiment is found by comparison
240to [3]. Here, the experimenters found long-scale corrugations to be
241present beneath the primary ripple structure, which after high

Fig. 2. Examples of crater functions. In all plots, the black arrow indicates the ion beam direction and impact location.

Fig. 3. Simulated surface morphology for different incident angles. The surface area
is about 100 nm by 100 nm. The arrows indicate beam direction.
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242 fluences appeared to become ordered in a ripple-like manner. Sim-
243 ilar corrugations can be seen in the result for 50! incidence shown
244 in Fig. 3. These corrugations are thought to be connected to an ob-
245 served perpendicular-mode transition at high temperatures [3].
246 These corrugations have never been predicted by any Sigmund-
247 based model, to the authors knowledge, and this result therefore
248 represents a significant advantage of crater function methods over
249 previous approaches.
250 It should also be noted that, the pattern amplitude reached a sat-
251 uration point, similarly to observations made in [2]. This occurred
252 as the ion fluence approached 1 ! 1016 cm"2 with a pattern ampli-
253 tude between 3.0 and 3.5 nm. If this observation holds, correct pre-
254 diction of the saturation amplitude would present another success
255 of our approach, which continuum theories have been unable to ob-
256 tain [28]. Overall, the initial results are quite promising.

257 4.2. Future work

258 Despite their promise, crater functions are currently highly
259 underdeveloped for use as a general-purpose modeling method.
260 The most complete data available from the literature are the BCA
261 results given in [31], and even these data only treat local angles
262 up to 67!. In light of this, the primary thrust of immediate future
263 work on this model should be obtaining a complete collection of
264 MD-based crater functions covering a wide range of impact param-
265 eters. The most critical parameter to consider is of course the inci-
266 dence angle, in order to accurately predict high-angle patterning
267 and the perpendicular-mode bifurcation [16]. After this, the next
268 important parameter is the ion energy. Once this is done, extension
269 to other ion/target materials, surface shapes, etc. can be done to
270 meet whatever theoretical needs must be met. The treatment of
271 binary-component materials, in particular, presents a stiff chal-
272 lenge for this approach.

273 5. Conclusions

274 A new atomistic model of ion-induced patterning has been
275 developed and presented. This model uses novel crater functions

276and considers mass redistribution rather than sputtering to be
277the driving mechanism of surface morphology. The results pre-
278sented here demonstrate that the crater function method predicts
279pattern formation and characteristics with greater qualitative cor-
280rectness than conventional sputtering-based models; these include
281the existence of a flat-to-ripples phase transition and amplitude
282saturation, neither of which is predicted by BH. Furthermore,
283observations such as opposite-mode corrugations not only agree
284with experiments but represent successes which no previous mod-
285el has achieved. This shows that mass redistribution, rather than
286sputtering, is the fundamental mechanism of pattern formation.
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Fig. 4. Surfaces resulting when only erosion is considered as the surface response.
The surface area is about 100 nm by 100 nm. The black arrows indicate beam
direction.
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• Deciphering self-organization in extreme environments 

• Searching for radiation-resistant materials 
• The case of extreme-refined W for nuclear fusion 

• In-situ TEM results of dynamic defect behavior in extreme 
refined-grain W 

• High-flux irradiations in Pilot-PSI and Magnum-PSI at DIFFER 

• Multi-phase, hierarchical composite materials 

• Summary and Outlook
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Irradiation-driven surface structures in fusion

• Candidate materials such as refractory metals (e.g. W, Mo) face severe 
irradiation-driven damage under expected conditions of future plasma burning 
experimental reactors such as ITER
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1DEMO fluence at FW: ~1021-1022 m-2, E ~ 0.2-5 keV 
 divertor: ~1027-1028 m-2, E ~ 10-80 eV

1 C. Wong, PSI-18
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Irradiation-driven vs thermal-activated systems: instabilities 
and self-organization at the plasma-surface interface
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PISCES!

At 1120 K, nano-structured layer thickness 

increases with He plasma exposure time. 

!""#$##############%"""#$############&!""#$############'"""#$############%%"""#$#

 Consistent He plasma exposures: Ts = 1120 K, !He+= 4–6!1022 m–2s–1, Eion ~ 60 eV 
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B. Wirth et al. MRS Bulletin 2011
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Driving matter between disorder and self-organization 
by energetic ions
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• Irradiation of matter (stimulus) leads to modification of matter inducing self-
organized structures or disordered state (i.e. deterioration of properties) 

• Understand how to manipulate matter (directed irradiation synthesis) to modify 
structure at nanoscale for new properties (metastable phases)

ion-matter interactions 
to synthesize new 

structures

extreme environments: 
ion-induced damage 
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Moving from a simplified view of the plasma-surface 
interface (PSI) to a more rich and complex PSI
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* Whyte and Wirth, unpublished!

Courtesy of: B. Wirth and D.G. Whyte

The complexity of the extreme PSI environment requires a more complex 
set of characterization tools that must probe dynamically ultra-shallow regions



Courtesy: Alan Sykes, EURATOM/UKAEA, Culham Science Centre

Extreme and quiescent plasma events in tokamak fusion devices
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Controlling PSI becoming increasingly important

and difficult as we move from present tokamaks !

ITER ! demonstration fusion power plants

- must redeposit locally

- limits lifetime

- produces films

3000300< 1

Max. gross material removal

rate with 1% erosion yield

(mm / operational-year)

- evolving material properties:

thermal conductivity &

swelling
20~ 0.5~ 0

Yearly neutron damage in

plasma-facing materials

displacements per atom

- require high Tmelt/ablate

- limit? ~ 60 for C and W

- surface distortion

6015~ 2

Transient energy exhaust from

plasma instabilities

!T~ MJ / A
wall

(m2) / (1 ms)1/2

1000

60,000

DEMO

- Tritium retention in materials

and recovery20< 0.02

Tritium consumption

(g / day)

- active cooling

- max. tile thickness ~ 10 mm3,000~ 10
Quiescent energy exhaust

GJ / day

ConsequencesITER
Present

Tokamaks
Issue / Parameter

What will conditions inside a demonstration 
fusion power plant reactor (DEMO)? 
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1D.G. Whyte, HHFC Meeting, UCSD, December 2008
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Similar arguments apply to even “minor” transient heating

in reactor-class devices. E..g. Material heating limits lead

to very restrictive ELM size in ITER

Plasma

stream

directio

n

Before

exposure

After

5 “large”

ELMs
(~2 MJ / m2)

Tungsten

Klimov PSI08
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Similar arguments apply to even “minor” transient heating in reactor-class 
devices. e.g. material heating limits lead to very restrictive ELM size in ITER

1D.G. Whyte, HHFC Meeting, UCSD, December 2008
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Thermal energy dissipation timescale ~ ms.

 Can be easily triggered by PSI “failure”

C-Mod Molybdenum (Tmelt=2900 K)

 limiter melted during disruptions

• Dilute MFE plasma (n~1020 m-3)

extinguished by small particulate

! 2 mm “drop” of W  ==  Ne,ITER

30 mm

Thermal energy dissipation (order of msec) 
can be easily triggered by PSI failure
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1D.G. Whyte, HHFC Meeting, UCSD, December 2008
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Tailoring properties at the mesoscale

• Dissipative structures opens a new approach to materials synthesis  
• Self-healing and autonomous materials 

– Materials that freely can repair themselves after damage without any external 
influence 

• Adaptive materials in harsh/extreme environments 
– Intrinsic properties that during exposure to a defined extreme environment the 

material performance is maintained or improved 
• Multi-scale materials design from atomic to macro connected via the meso-scale                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                              
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commentary

SCC illustrate the capability of MSS 
to incorporate a range of materials 
phenomena such as ageing and durability. 
There are clearly other cases of functional 
behaviour in need of mesoscale analysis 
and interpretations. The experience gained 
in the sampling and analysis of TSP 
trajectories in understanding viscous flow 
in glassy states could be useful in other 
problems. The challenges of quantifying 
C–S–H nucleation and growth in cement 
setting, and the interplay between chemical 
attack and stress-driven cracking in delayed 
fracture in glasses all provide opportunities 
for developing TSP sampling methods 
to reach experimental timescales (Fig. 2 
and Fig. 3c). 

The underlying physical phenomenon 
common to the problems we have 
highlighted is the evolution kinetics of 
the mesoscale structure. By this we mean 
the time-dependent relationship between 
the evolving ‘defect’ configurations 
at the mesoscale (for example, glassy 
configurations, granular assembly of 
C–S–H and propagating crack tip) and 
the corresponding functional properties 
(viscosity, shear modulus and crack speed) 
at the macroscale. This correlation is 
an extension of the familiar structure–
property correlation, which has been 
a longstanding paradigm of materials 
science. The novelty in the present context 
is dealing with the cross correlations, 
linking different sets of degrees of freedom 
associated with different spatial and 
temporal scales. Although cross correlation 
has always been part of the spirit of 
multiscale materials modelling, even in the 
early days9, quantitatively understanding 
this correlation in specific problems of 
broad interest could expand the scope of 
MSS in new directions. 

It seems entirely appropriate MSS should 
play a key role in the quest for coupling 
scientific advances with technological 
impact. We also see MSS as the enabling 
capability essential to strategic alliances, 
particularly concerning the reliability 
and optimization of materials. In 2010, 
the US Department of Energy established 
an Energy Innovation Hub on nuclear 
modelling and simulation, the Consortium 
for the Advanced Simulation of Light Water 
Reactors (CASL)36. Among the ongoing 
CASL research projects is an effort to 
better understand and control corrosion 
in nuclear reactors37. The formation and 
growth of the corrosion product known as 
chalk river unidentified deposits (CRUD) 
on fuel rods, for example, is similar in 
complexity to the precipitation and growth 
of C–S–H in the cement setting process. 
Understanding the properties of CRUD 

requires treating the phenomena of heat 
transfer, fluid flow, chemistry, precipitation 
and dissolution, and the underlying 
corrosion of the fuel cladding in a coupled 
manner38, a problem that is much too 
complex for microscale modelling and 
simulations alone. Indeed, CRUD is 
more challenging than the cases we have 
considered because, in addition, coupled 
radiation and neutronic effects are now 
involved. With CASL being a partnership 
of national laboratories, industries and 
universities, solving a problem such as 
CRUD would demonstrate the importance 
of teamwork among the stakeholders, in 
particular, partners from industry. Overall 
the MSS concept should be applicable to 
any field where scientific capabilities and 
technology innovations overlap at the 
mesoscale (Fig. 4). The gap between the 
science push and technology pull is an 
inherent part of scientific exploration and 
discovery. How to bridge this gap is worthy 
of our future efforts. ❐
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In between these dimensions is the window of optimal length

scales where the defect migration to the filament surface is faster

than the time between successive cascades, ensuring efficient

defect recovery and radiation resistance.

The effect of irradiation on the mechanical behavior of nano-

porous metals has also been investigated. The radiation-induced

SFTs (Fig. 1b) can act as a source of dislocations inducing an

unexpected irradiation softening behavior [35]. Further, the nano-

foams exhibit a substantial tension/compression asymmetry in

yield [36], for ligament sizes below !10 nm. The large surface

stresses in this case lead to residual compressive stresses in the

ligament that favors yielding in compression. For ligament sizes

below 1 nm, pore collapse under mechanical loading is reported

causing an unexpected compaction under tension characterized by

a decrease in the total volume of the sample of 15% [36].

Defect – grain boundary interactions in heavy ion
irradiation
When experiments or models are used to understand the effect of

grain boundaries on displacement damage caused by point defects,

boundaries are typically either assumed to be generic in form [37]

or static objects with fixed properties during irradiation [38].

Adopting this perspective, the interaction of defects with pristine

boundaries has been calculated using atomistic simulations for a

range of boundaries and materials, offering significant insight into

how these interactions depend on boundary structure (see e.g.,

Ref. [39]).

Over the last 15 years or so, a growing body of evidence has

pointed to the fact that reality departs significantly from these two

ideals; that is, the structure matters and changes during irradia-

tion. As first observed by Sugio et al. in 1998 [40], and later

confirmed by a number of other groups (see Ref. [41] and refer-

ences therein), MD simulations of collision cascades near grain

boundaries reveal that grain boundaries interact strongly with the

cascade, preferentially absorbing interstitials and leaving behind a

defect structure within the grain interior that is vacancy rich. In

many cases, so many interstitials are absorbed that in-cascade

vacancy annihilation reduces and vacancy production increases

beyond that expected without the grain boundary present. While

the details do depend on the type of boundary considered [42], the

effect is rather general, occurring in metals and ceramics, although

curiously SiC seems to be an exception [41].

A corollary to this biased absorption is the fact that the grain

boundaries, after interacting with the collision cascade, contain a

significantly large concentration of defects, specifically intersti-

tials. Recently, it has been discovered that these ‘‘damaged’’

boundaries interact with defects in a manner that is significantly

different as compared to unirradiated boundaries. In particular,

the thermodynamic interaction of defects with damaged bound-

aries tends to be both longer ranged and energetically much

stronger than that with pristine boundaries [41,43]. The nature

of these interactions depends on the concentration of defects at

the boundaries, which itself is a consequence of radiation dose,

flux, and time. This implies that the sink efficiency will also

depend on irradiation conditions, as well as the grain boundary

type, and boundaries should not be viewed as objects with proper-

ties that are constant with increasing dose. That is, as the defect

content at the boundary changes, so will the rate of in-boundary

annihilation and the interaction with nearby defects, both of

which will affect the fluxes of defects to and from the boundary

and thus its sink efficiency.

In particular, the excess interstitials at the boundaries interact

strongly with nearby vacancies, leading to enhanced annihilation

via ‘‘interstitial emission’’ mechanisms, Fig. 2 [43]. In such

mechanisms, interstitials absorbed at the boundary annihilate

vacancies that are several atomic planes away from the boundary

via concerted events in which several atoms move during one

thermally activated event, typically at much lower barriers than

that for vacancy migration [43]. This annihilation mechanism

leads to enhanced recovery, compared to if the vacancy had to

migrate all the way to the boundary, and effectively extends the

length-scale over which the defects and boundary interact. This

mechanism must also be considered when determining sink effi-

ciencies.

These results lead to new interpretations of the previously

reported experimental results. For example, it has been observed

that nanocrystalline Au accumulates damage faster than coarse-

grain Au at low temperatures, but slower at high temperatures [44].

These results were interpreted as a consequence of reduced dis-

placement threshold energy near the boundaries [45]. However,

Materials Today " Volume 16, Number 11 "November 2013 RESEARCH
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FIGURE 2

As collision cascades, caused by an incoming energetic particle, interact with a grain boundary, interstitials (green spheres) are preferentially absorbed by
the boundary, leading to a state in which excess vacancies (red squares) are left in the grain interior. At low temperatures (the first three blue frames),
nothing further can happen and the material accumulates damage faster than if the boundaries were not present. At intermediate temperatures (the
second two purple frames), mechanisms with low activation energies such as interstitial emission can occur that annihilate some amount of the damage.
At even higher temperatures (the last two red frames), vacancies become mobile and can diffuse directly to the boundary, maximizing the ability of grain
boundaries to annihilate radiation damage.
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An energetic particle, such	

as a neutron, hits an atom in	

the material, giving it large	

kinetic energy

After the cascade settles in	

a few psec, point-defects	

(interstitials and vacancies)	

remain.  The interstitials 	

quickly diffuse to the GB

The trapped interstitials can	

re-emit from the GB into the	

bulk, annihilating the vacancies	

on time scales much faster than	

vacancy diffusion
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The atom displaces many	

other atoms in its path, 	

creating a collision cascade, 	

which overlaps with the grain	

boundary

At longer time scales, the remaining	

vacancies diffuse to GB recombining	

with trapped interstitials completing	

the healing of the material.

After the interstitial 	

emission events have	

occurred, some vacancies	

out of reach persist and 	

system reaches a relatively	

static situation
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Designing radiation tolerant nanomaterials

• Manipulating the interface density and morphology can open up a materials 
design pathway for radiation-tolerant materials 

• Programming for self-healing at the atomic scale by tailoring grain-boundary 
density and defect engineering for optimal function in the defined extreme 
environment 

• How to tailor these properties? What fundamental understanding is necessary? 
Can you scale from the laboratory bench to industrial levels?

!15

First, we present the case of a nanoporous single-phase metal.

Since free surfaces are perfect defect sinks, this study provides an

insight into the optimal length-scale (spacing between surface

sinks) to maximize defect recovery. The first study suggests that

enhanced defect recovery may be expected in single-phase nanos-

tructured materials when the spacing between grain boundary sinks

(i.e., grain size) is on the order of several tens of nanometers.

However, it does not provide any insight into the mechanism via

which vacancies and interstitials are annihilated at boundary sinks

given the large difference in the migration energies of these two

point defects. This mechanistic insight is captured in the second

example of defect annealing at a grain boundary via an interstitial

emission mechanism that enables rapid recombination of vacancies

and interstitials despite the large difference in their mobilities.

While the recombination of vacancies and interstitials is an impor-

tant aspect of controlling void swelling in irradiated materials, an

equally important challenge is managing helium that is produced as

a transmutation product. Helium cannot be easily removed and

hence, must be ‘managed’ by storing it in a stable form where it does

not grow into an unstable void. The strategy to effectively store

helium at interfaces is elucidated in our third example using an

interphase boundary, where the atomic structure of the interface

provides a dense array of sites for stable helium storage. The above

effects were demonstrated in small-scale materials, typically in the

form of thin films. In order for these concepts to be exploited in

materials fornuclearpower reactors,nanomaterials containingsuch

interfaces must be processed in bulk form. An approach using

accumulative roll bonding (ARB) to process bulk, radiation-resistant

and thermally stable nanocomposites is presented in the fourth

example. Deformation to large plastic strains during ARB leads to

the formation of crystallographically stable interfaces and texture

after a critical strain level. These crystallographically stable inter-

faces are also good point defect sinks and helium traps and stable

under high dose irradiation, similar to the epitaxial interfaces

studied in model thin film systems.

Defect recovery at surfaces in nanoporous metals
The key to perfect radiation endurance is complete recombination

of all radiation-induced vacancies and interstitials. Since surfaces

are perfect defect sinks, nanoporous materials, due to their high

surface-to-volume ratio, have the potential to become a new class

of extremely radiation tolerant materials. Furthermore, the nanos-

cale, dislocation-free ligaments may provide unusually high yield

strengths.

In the case of nuclear fuels, which exhibit a natural foam-

forming tendency due to fission gas accumulation, advanced fuels

may be designed with a porous structure to accommodate the gas

[26,27]. However a basic understanding of foam response in a

radiation environment has so far been missing.

Nanoporous materials may also be relevant to the design of

radiation-resistant spacecraft [28]. Knowledge of the radiation

response of nanoporous materials also has applications in astro-

physical sciences. Porous materials are ubiquitous in the universe

and the weathering of porous surfaces plays an important role in

the evolution of planetary and interstellar materials [29–31]. The

sputtering of porous solids in particular can influence atmosphere

formation, surface reflectivity, and the production of the ambient

gas around materials in space.

The synthesis of nanoscale foams of noble metals is simple.

Nanoporous Au films are obtained by chemically dealloying AuAg

solid solutions electrodeposited at different compositions in the

range 30–50 at.% Au. Fig. 1a shows a nanoporous Au thin film

(!1 mm) with an average filament diameter of 35 nm. Radiation

damage in these materials mainly comes in the form of stacking

fault tetrahedra (SFT) resulting from vacancy collapse. The inter-

stitials annihilate at surfaces leaving no damage. Fig. 1b is a TEM

micrograph of an irradiated sample showing evidence of SFT.

Fig. 1c shows results from a computer simulation on melt-induced

coarsening [32,33]. Molecular dynamics (MD) simulations have

also provided insight on the lower limit of ligament dimensions

during nanoporous synthesis [34].

The integration of computer simulations and experiments on

these model nanoporous Au films, show that, for a given tem-

perature, there exists a window in the parameter space of length

scale and irradiation dose where such materials show radiation

resistance (Fig. 1d). This window arises from the combined effect

of two nanoscale characteristic length scales:

(i) the filament diameter below which the filament melts and

breaks, together with compaction that increases with dose,

while

(ii) the filament diameter above which it behaves as a bulk

material and tends to accumulate damage.

RESEARCH Materials Today " Volume 16, Number 11 "November 2013
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FIGURE 1

(a) SEM image of a 1 mm-thick Au nanofoam, (b) the main effect of irradiation on nanofoams is the formation of stacking fault tetrahedra (seen as triangular
features within the filaments), as a result of the collapse of vacancy clusters, (c) radiation effects on thin filaments induce melting, as seen by this molecular
dynamics simulation, in which colors indicate the magnitude of atomic displacement; yellow regions formed a continuous filament before irradiation and (d)
window of radiation endurance in terms of filament diameter and radiation dose rate.
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Material interfaces in “real environments” in tokamak 
fusion devices
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• Our knowledge of the dynamic coupling of fusion plasma and its interface with 
the solid wall surface is primitive 

• The spatio-temporal evolution of that surface is even less understood 
• Traditionally limited to post-irradiation diagnosis of events that are inherently 

dynamic and synergistic 
• In addition, today there is no computational model that can predict the 

morphological and topographical evolution of the plasma-material interface under 
synergistic conditions in the fusion edge
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Critical knowledge gap between “real” or “complex” 
systems and “isolated” systems in condensed matter

!17

• Need for dynamic measurement of surfaces under controlled irradiation fields 
• Indicates the need for complementary in-situ and in-vivo diagnosis to study  

coupling of irradiation-driven interface 
• Materials design: processing, properties, function and dynamic performance

O. Shpyrko, UCSD

surface/interface radiation field 
(stimulant)

indicates the need for complementary 
in-situ and in-vivo diagnosis to study  
coupling of irradiation-driven interface

sub-surface
bulk

implantation and 
mixing
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Plasma-material coupling is a multi-dimensional problem: need 
for comprehensive and coordinated modeling and experiments
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Surface Morphology

Surface ChemistrySurface/Sub-surface 
Structure

neutron damage

PMI models are limited and 
cannot predict complete 
material behavior

Combination of theory/modeling with well-diagnosed 
experiments is key to understanding and predicting 
behavior in nuclear fusion plasma edge

PISCES!

PISCES!

At 1120 K, nano-structured layer thickness 

increases with He plasma exposure time. 

!""#$##############%"""#$############&!""#$############'"""#$############%%"""#$#

 Consistent He plasma exposures: Ts = 1120 K, !He+= 4–6!1022 m–2s–1, Eion ~ 60 eV Baldwin and Doerner, 2008

atomistic modeling 
multi-scale modeling
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Multiple-beams and plasma-induced nanostructuring of 
a variety of materials with in-situ characterization

• IGNIS will be a state-of-the art facility enabling the diagnosis of surfaces during plasma irradiation 
at high pressures (from UHV to mTorr and up to 10 Torr) 

• Correlating plasma-induced nanostructuring and surface composition on gas-covered surfaces 
probed during plasma exposure and connecting parameters of the modifier source (e.g. plasma, 
ions, etc..) to the surface nanostructures synthesized

!19

Allain et al. University of Illinois



Nanostructuring of W by He irradiation
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Doerner et al. 2011

Temmerman et al. 2012 

O El-Atwani et al. JNM 2012 

How UFW and NCW 
behave? 
!
!
UFW: ultrafine-grained tungsten 
NCW: nanocrystalline tungsten

S. Kajita et al. Nuclear Fusion, 49 (2009) 095005 
M.J. Baldwin et al. Nuclear Fusion 48 (2008) 035001

Nucl. Fusion 49 (2009) 095005 S. Kajita et al

revealed that there existed nanometre-sized helium bubbles
inside the structure [8]. Shortly afterwards, the growth kinetics
of the nanostructured layer was discussed by Baldwin and
Doerner [4] based on the experiments in the PISCES-B plasma
device. The thickness of the layer was characterized by a t1/2

dependence, and it was thought that the helium was supplied to
the bulk W from the plasma interacting surface. However, the
formation mechanism of the nanostructure is still not entirely
clear. It is thought that the formation and growth of the
nanostructure is deeply related to helium bubbles; they were
not observed directly. Moreover, the growth speed of the
nanostructure could not be explained by the diffusion of helium
nor that of void/bubble in tungsten [4].

In this paper, based on the current experimental data
and new results in the divertor simulators, we will show
the necessary condition for the nanostructure formation and
discuss the formation process. Furthermore, it is shown that
the nanostructure is also formed on molybdenum surface by
the helium irradiation.

2. Formation condition of tungsten nanostructure

Figure 1(a) plots the surface temperature against incident
ion energy in the helium irradiation experiments conducted
in the NAGDIS-II [7, 10–15] and PISCES-B [4]. Closed
markers represent the cases in which the nanostructure
was formed, while open markers represent the cases
where the nanostructure was not observed. We added
several unreported new data from the NAGDIS-II. The grey
coloured region and the hatched region correspond to the
conditions in which fibreform nanostructure and large helium
bubbles, respectively, are observed after helium irradiation.
Figure 1(b) shows typical SEM (scanning electron microscope)
micrographs under different irradiation conditions, (i)–(iv),
shown in figure 1(a).

We can identify that the nanostructure is formed, as
shown in figure 1(b-ii), when the surface temperature is in
the range 1000–2000 K. When the surface temperature is
higher than 2000 K, fibreform structure disappears and a rough
micrometre-sized structure with many pinholes is formed
(see figure 1(b-iii)). On the other hand, when the surface
temperature is lower than 1000 K, a rough structure appears
on the surface, but neither pinhole nor fibreform structure is
observed on the surface (see figure 1(b-i)). We speculate that
the upper bound appears because the roughness is modified
by the rapid surface diffusion and the lower bound appears
because the speed of the bubble growth becomes slow [16].
We will discuss it later in more detail.

In the energy range of <20 eV, the nanostructure is not
observed when bulk tungsten material is used even though
many holes appear on the surface (see figure 1(b-iv)). Note that
the nanostructure was formed on tungsten coating on graphite
at the incident ion energy of 12 eV [3]. The difference may be
attributed to the fact that the tungsten layer on carbon, which
was formed by the plasma spray technique, contained several %
of porous structure. The results indicate that the nanostructure
may also be formed on bulk tungsten even when the incident
ion energy was lower than 20 eV, but the formation efficiency
must be low.

Figure 1. (a) The surface temperature was plotted against the
incident ion energy for helium irradiation experiments conducted in
the divertor simulator NAGDIS-II [7, 10–15] and PISCES-B [4].
Closed markers represent the cases in which the nanostructure was
formed, while open markers represent the cases where the
nanostructure was not observed. (b) SEM micrographs under the
conditions of (i)–(iv) shown in (a).

It has been reported that the rate of growth of the
nanostructure layer was independent of the ion flux above
∼1022 m−2 s−1 [17] presumably due to helium saturation on
the tungsten surface. However, even at the helium ion
flux of ∼1023 m−2 s−1, which corresponds to the expected
maximum helium ion flux on the divertor plate in ITER,
the nanostructure was formed in a short time period (several
minutes) [7]. Therefore, the nanostructure formation seems
to be inevitable in future fusion devices when the condition
is in the formation domain shown in figure 1(a). In actual
situations, it is noted that tungsten is exposed to a deuterium–
helium mixture plasma rather than pure helium plasma. It
has been confirmed that the nanostructure is also formed even
when the helium concentration is 10% in the deuterium–
helium admixture plasma [17]. Also, it has been reported that
small amounts of contaminants such as beryllium and carbon
hindered the growth of the nanostructure [17]. Although the
impurity experiments in [17] were performed at a low incident
ion energy of 15 eV and the question still remains for higher
ion energy cases, it is expected that such suppression effect
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• Irradiation was performed using the 
MIAMI facility with Dr Jonathan Hinks 
and Prof. Stephen Donnelly at the 
University of Huddersfield.  

• Fluences used were multiples of  
4x1018 m-2 with 2-keV He+ ions at 950 0C 

Observing defect dynamics with in-situ TEM can 
elucidate effects: couple spatial scale with models 

low fluence regime



During irradiation

• No defect clusters were 
observed on the NC grains. 
Only found on large grains.  

• The larger the grain is, the 
higher the defect cluster 
density observed. Trapping of 
interstitials is much higher in 
NC tungsten

• Dislocation loop formation 
and growth at 950 C is an 
indication of helium-vacancy 
complexes 
(H. Iwakiri et al. JNM, 2000) 

Fluence from 3.69 x1019 m-2

!22

In-situ TEM observation during 2-keV He+ 
irradiation at 950 C at higher fluence

2 1

3

O. El-Atwani et al, To be submitted 2013



!23O. El-Atwani et al, Nature Sci. Rep. 4, 4716 (2014)



Summary of the in-situ TEM studies!

• Grain boundaries are He sinks (large 
bubbles on the grain boundaries). 

• Intra-granular bubble and defect 
formation in relatively large grains 
(e.g. > 60-nm) 

• Grains of less than ~ 60-nm in size* 
yielded a 50% lower areal bubble 
density compared to larger grains 
(60-100 nm) and ultrafine grains 
(100-300 nm).  Defect clusters were 
not observed on those grains.  

• Bubbles on grain boundaries were 
faceted (high He concentration)

!24

O. El-Atwani et al, To be submitted 2013

*size is a characteristic length defined by shortest distance between grain boundaries
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He bubble faceting and interstitial dislocation loops in 
irradiated tungsten

!25

Pressure versus number of He atoms in a bubble seeded with an initial cavity of 
27 vacancies in Fe (red + curve) and in Fe-10 at% Cr (green × curve). Snapshots 
at 0, 27, and 60 He atoms show He atoms in red and distorted Fe atoms in 
blue. Snapshots at 140, 260, and 375 He atoms show the moment of emission 
of interstitial dislocation loops. At 260 He atoms, faceting is clearly seen.

A. Caro et al, J. Nucl. Mater. 418 (2011) 261

Allain and El-Atwani et al. 2014 unpublished
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Collaboration with FOM-DIFFER (Dutch Institute for 
Fundamental Energy Research)

• Three lines of research: 1) high-flux irradiation (quiescent + transient) of nano-
structured W and Mo, 2) Surface morphology and chemistry of nano-structured 
Low Z coatings on W and Mo, 3) temperature-dependent erosion studies of 
nanostructured W and Mo

!26

G. De Temmerman                                           58th AVS symposium, November 4th 2011  
   

Pulsed magnetized cascaded arc 

"  Cascaded arc used with strong magnetized fields (up to 1.6T)  

"  Plasma source originally used for PECVD (Si,C) 

Cascaded arc source 

3 cathodes (W/La) 

Anode 

B field

Water coolingPlasma

Coils

IR camera Visible camera

Laser beam (TS)

Power supply

Capacitors

Plasma source

G. De Temmerman et al, Appl. Phys. Lett, 97 (2010) 081502 

Collaboration with G. De Temmerman, DIFFER



Comparison with literature (fuzz formation)

Baldwin et al, JNM, 2010

1x1022 cm-2 
50 eV

1x1021 cm-2 
40 eV

1x1023 cm-2 
40 eV

40 eV

SPD samples (UFG) have higher fuzz formation fluence thresholds, 
however fuzz thickness growth rate is faster

1.8x1022 cm-2

1.8x1022 cm-2

O. El-Atwani et al, Nucl. Fusion 54 (2014) 083013 !27
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• Both system temperature of W and irradiation fluence of He particles can generate 
a complex morphology on the surface that is limited to penetrating depth of about 
100-nm.  This interface in the plasma can influence H retention and erosion

!28

fuzz

holes,	  pores

Ripples	  +	  holes

Fluence = 1022 cm-2

Morphology	  in	  SPD	  samples

Rich surface morphology driven by irradiation-induced 
instabilities at the plasma-material interface

O. El-Atwani et al, Nucl. Fusion 54 (2014) 083013

Yoshida et al. 2005
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Understanding the role of grain-boundary density on 
the mitigation of He-induced damage in UFG tungsten

• Significant reduction in sponge-like structure (tungsten fuzz: from He-bubble 
growth) 

• Reduction correlated to large grain-boundary density in UFG and NC-W 
• However, there remains structural damage to surface.  Can we design a robust 

self-healing system responsive to the aggressive nuclear fusion environment?

!29



Outlook: adaptive nanocrystalline and nano-
composite refractory-metal PFCs
• We are deciphering process, properties, function and dynamic performance of 

nanocrystalline W coupled to liquid-metals for adaptive and self-healing functions 
• In-situ irradiation-driven mechanisms on complex materials (liquid/solid interfaces) 
• Extreme environment testing at collaborator facilities (e.g. DIFFER, etc...) 
• Linking low-Z to high-Z solutions for PMI performance: D/He irradiation, recycling, 

permeation (e.g. T with INL), links to computational MS (Wirth) 

!30
adaptive PMI

D+He+



Coupling liquid thin-films and porous refractory 
metals: Multi-phase, multi-scale prompt response

• Free surface liquids and their response to low-energy irradiation, still remain 
less understood in the “thermal sputtering” regime* 

• More critical is the interface between the free surface liquid and its material 
substrate under irradiation.  Behavior at nano/micro scale of liquid percolation 
and its effect on meso/macro scale

!31

*thermal sputtering: enhanced non-linear erosion beyond 
melting point of liquid under particle irradiation

Heim and Allain, 2012, NIMB

12 

large, catastrophic events occur in granular materials, as in landslides or mudslides, or during 

earthquakes (Carlson et al. 1994; Jaeger et al. 1996; Bretz et al. 2006).  Turbulence and spatio-

temporal chaos also produce characteristic fluctuations in the measured quantities (Lewis and 

Swinney 1999; Falkovich et al. 2001; La Porta et al. 2001; Ouellette et al. 2006; Benzi et al. 

2008). In sheared granular materials, where stresses propagate along highly branched networks 

of “force chains”, the characteristic distribution of inter-particle contact-force magnitudes around 

their mean can give valuable information about incipient failure, the transition from jammed to 

unjammed behavior, and the nature of the flowing state (Liu et al. 1995; Howell et al. 1999; 

Brujic et al. 2003; Corwin et al. 2005; Majmudar and Behringer 2005; Behringer et al. 2008). 

Quite generally, the spectrum of fluctuations thus can serve as a key signature of far-from-

equilibrium behavior and a powerful tool to analyze the underlying mechanism. 

 

One of the most important questions one can ask about a many-particle system is how it will 

respond to perturbations. For systems in thermal equilibrium, the fluctuation-dissipation theorem 

provides the answer:  we know that if the perturbation is small, the system will respond just as it 

does to naturally occurring fluctuations.  The relationship between correlation and response 

depends on temperature;.  For example, the second law of thermodynamics states that 

fluctuations of any extensive thermodynamic variable X are related to the response of the average 

value of X to its thermodynamic conjugate ! by: 

 X ! X( )
2

= !k
B
T
" X

"#
 (3) 

Thus, temperature measures the size of fluctuations relative to the response, which quantifies 

how hard it is to create a fluctuation.  In other words, one could define temperature by 

 

 k
B
T =

X ! X( )
2

!" X "#
 (4) 

 

 For systems far from equilibrium temperature no longer plays such a role.  However, in analogy 

to the thermal case it is possible, in some cases, to define an effective temperature from the 

relationship between correlation and response. For certain classes of driven dissipative systems, 

such as sheared glasses, foams, or fluidized granular materials such as vibrated or gas-fluidized 

Fig.11.  Large and often catastrophic fluctuations, such as 

avalanches, are characteristic of many systems far from 

equilibrium. Top to bottom: snow avalanche, granular 
avalanche, flux-bundle avalanche in a superconductor. 
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Stabilizing free-surface liquid layers

• LLD demonstrated two important results in the context of plasma-liquid interactions: 
• Mo influx disappears once lithium melting pt is reached during MHD events 
• No macroscopic amounts of lithium were injected from the LLD campaign 

• As indicated by Jaworski et al. “This usage of a porous substrate for stabilization of 
a free-surface liquid metal has been demonstrated in a diverted tokamak”

!32

Nucl. Fusion 53 (2013) 083032 M.A. Jaworski et al
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Figure 6. Quiescent and transient currents measured with the HDLP
during a typical LLD run day. Each point represents an individual
discharge where the mean current during the discharge is shown by
the black triangles and the maximum value is shown by the red
squares.

Equation (19) can be re-arranged after solving for the
marginal stability condition (n = 0). The least stable modes
will be those that are aligned orthogonal to the applied field
and only stabilized by the surface tension. In the case of the
LLD, we consider a J⃗ × B⃗ force acting upwards while gravity
acts downwards. We further consider ρ = ρ2 ≫ ρ1. One finds
a critical wavenumber, kcr , as follows:

kcr =
√

jB − ρg

"
(20)

Alternatively, a critical current density can be obtained as a
function of wave length (k = 2π/λ):

jcr = 1
B

(
4π2

λ2
" + ρg

)
. (21)

In equation (21) one can see the effect of reduced wavelength
of the perturbation.

4. Results and discussion

The first notable result from operation with the LLD is that
no molybdenum influx was observed during most discharges.
As reported in [19], early in the run, when evaporations
had been performed on the LLD while cold, molybdenum
emission from the divertor was observed during MHD events.
After reaching temperatures above the lithium melting point
(181 ◦C), no such molybdenum emission was again observed.
This repeats the results reported with the CPS devices which
also indicated protection of the substrate material with liquid
lithium PFCs [10].

The next notable result is that no macroscopic amounts of
lithium were ejected from the LLD during the run campaign.
Figure 6 shows a set of measurements of the current entering
grounded PFCs during a typical run day as obtained with the
HDLP. A typical quiescent current in the SOL of NSTX is at
a level of 10 kA m−2. Transient currents due to disruptions
and ELMs can create currents entering the PFC an order
of magnitude above the quiescent level. In the worst-case
scenario, 100% of these currents will close across flux surfaces
through the PFC surface itself. This situation will result in the
largest possible forces tending to destabilize the liquid.

Before the operating space of the LLD can be placed on
a stability diagram, the expected wavelengths on the surface
must be estimated. Scanning electron microscopy has been
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Figure 7. Stability diagram for a liquid metal under electromagnetic
body forces (with gravity and surface tension stabilizing). NSTX
LLD operating space indicated (BT = 0.5 T). Comparison with
Li-DIMES experimental space also shown (BT = 2 T) [12]. No
ejection events from the LLD were observed during the run
campaign.

used on the porous, flame-sprayed molybdenum layer to
generate an estimated pore size of ≈20 µm. An additional
limit would be expected due to the depth of the fluid [22].
A conservative estimate on a droplet size limited by the fluid
depth would place an upper-bound at about 100 µm. In the
case of linear stability, then, the expected droplet sizes can be
placed between 20 < rdroplet < 100 µm.

Figure 7 shows the marginal stability curve as a function
of droplet radius for a number of magnetic fields. Also shown
in the figure is the approximate operating space of the NSTX
LLD as defined by the typical PFC currents measured during
discharges and the estimated range of possible droplet radii.
As can be seen, the NSTX LLD is predicted to be completely
stable against Raleigh–Taylor instabilities that might tend to
eject droplets into the plasma. This is consistent with the
lack of any observed ejection events. In the same figure, we
make a comparison with results from the DIII-D Li-DIMES
experiment which exhibited ejection of the lithium from a
25 mm diameter, 1 mm thick lithium sample at much lower
injected current densities [12]. From the stability diagram,
one can see that the Li-DIMES experiment is only marginally
stable. The strategy of reducing pore size to stabilize a liquid
metal was also implemented with the liquid lithium Capillary
Porous System developed by Red Star [10]. In experiments
in T11-M, it was found that by reducing the pore size of the
mesh used in the CPS, droplet ejection could be eliminated.
This usage of a porous substrate for stabilization of the free-
surface liquid metal has now been demonstrated in a diverted
tokamak.

The amount of power absorbed onto the LLD depends
on the strike-point position. Figure 8 shows a comparison of
absorbed power, as determined by calorimetry, as a function
of strike-point position. In figure 8(a) the total absorbed
power is shown and in figure 8(b), the fraction of power
absorbed by the LLD of that crossing the LCFS is shown.
For this shape of discharge and divertor flux expansion,
probe analysis has indicated that the particle flux footprint
is approximately 4–6 cm. With this wide particle flux, a
transition region between fully diverted onto the LLD and
fully off the LLD could be expected between 65 and 70 cm
and this is indicated in the data. For these discharges, then,

6

M.A. Jaworski et al. Nucl. Fusion 53 (2013) 083032

D.G. Whyte et al. / Fusion Engineering and Design 72 (2004) 133–147 141

Fig. 8. (a) Frames of visible atomic Li emission viewed from above shows macroscopic J × B movement of lithium off of the DiMES sample
caused by a non-disruptive MHD event (locked mode) starting at 5.110 s. Magnetic field (B), outer strikepoint (OSP) and jz geometry overlaid.
Inset shows ex situ photograph of lithium splash pattern and bared stainless-steel cup. Time history of exposure conditions at Li-DiMES near
a locked-mode (shaded area) that leads to lithium ejection by J × B forces are shown to the right. (b) Spectroscopic signatures of lithium
penetration to core plasma, including fully ionized lithium from core plasma using charge-exchange recombination spectroscopy (CXRS) of Li
III. Plasma conditions at Li-DiMES: (c) received ion flux density; (d) incident heat flux, and electron temperature; (e) incident current density.
The red dashed lines indicate times of frames shown at left.

D.G. Whyte et al. / Fusion Engineering and Design 72 (2004) 133–147 141

Fig. 8. (a) Frames of visible atomic Li emission viewed from above shows macroscopic J × B movement of lithium off of the DiMES sample
caused by a non-disruptive MHD event (locked mode) starting at 5.110 s. Magnetic field (B), outer strikepoint (OSP) and jz geometry overlaid.
Inset shows ex situ photograph of lithium splash pattern and bared stainless-steel cup. Time history of exposure conditions at Li-DiMES near
a locked-mode (shaded area) that leads to lithium ejection by J × B forces are shown to the right. (b) Spectroscopic signatures of lithium
penetration to core plasma, including fully ionized lithium from core plasma using charge-exchange recombination spectroscopy (CXRS) of Li
III. Plasma conditions at Li-DiMES: (c) received ion flux density; (d) incident heat flux, and electron temperature; (e) incident current density.
The red dashed lines indicate times of frames shown at left.

D.G. Whyte et al. Fusion Engr Design 72 (2004) 133
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Designing advanced nano crystalline alloys
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H.A. Murdoch et al. JMR 28 (2013) 2154
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Design of Stable Nanocrystalline Alloys
Tongjai Chookajorn, Heather A. Murdoch, Christopher A. Schuh*

Nanostructured metals are generally unstable; their grains grow rapidly even at low temperatures,
rendering them difficult to process and often unsuitable for usage. Alloying has been found to
improve stability, but only in a few empirically discovered systems. We have developed a theoretical
framework with which stable nanostructured alloys can be designed. A nanostructure stability map based
on a thermodynamic model is applied to design stable nanostructured tungsten alloys. We identify
a candidate alloy, W-Ti, and demonstrate substantially enhanced stability for the high-temperature,
long-duration conditions amenable to powder-route production of bulk nanostructured tungsten. This
nanostructured alloy adopts a heterogeneous chemical distribution that is anticipated by the present
theoretical framework but unexpected on the basis of conventional bulk thermodynamics.

Whenthe grain, or crystallite, size in a poly-
crystal is reduced below about 100 nm,
grain boundary or interface physics begin

to dominate over conventional crystal physics
(1–4). Avariety of interesting and useful properties
emerge in such nanostructured materials (5–10),

but their large volume fraction of grain boundaries
also comeswith an inherent instability.Many nano-
crystalline materials of interest for both funda-
mental study and engineering application are now
recognized as substantially out of equilibrium and
undergo rapid evolution to coarser structures even
at modest temperatures (11). Such coarsening
tendencies impede the use of these materials at
elevated temperatures, as well as the development
of scalable processing routes, which would com-
monly involve at least one substantial thermal
excursion, for example, to sinter processed powders
into a dense nanocrystalline compact.

Department of Materials Science and Engineering, Massachu-
setts Institute of Technology (MIT), Cambridge, MA 02139, USA.

*To whom correspondence should be addressed. E-mail:
schuh@mit.edu

Fig. 1. The nanostructure stability map for tungsten-
based alloys at 1100°C, calculated on the basis of
variation of the enthalpy parameters in Eq. 2 (A). For
each combination of parameters, the free energy of
nanocrystalline structures is compared to that of the
bulk regular solution (for details of the comparison,
see figs. S1 and S2). An example case for the nano-
crystalline stable region is presented in (B) for a specific
alloy of W-Sc. The free energy of the nanostructured
phases is below that of the regular solution common
tangent (dashed line). In (C), a bulk stable case where
the nanostructured phases fall above the common
tangent line is shown; the W-Ag system will then
prefer to phase separate at bulk scales as dictated by
the bulk regular solution thermodynamics. Particular
binary tungsten alloys are placed on the map after
calculating their enthalpies of mixing and segre-
gation; for W-Ti, the typical ranges of uncertainty of
these calculations are shown. (For details of this
calculation, see tables S1 and S2.)

www.sciencemag.org SCIENCE VOL 337 24 AUGUST 2012 951

REPORTS

T. Chookajorn et al.  Science 337 (2012) 951

Stability map for nano crystalline W alloys

matrix = W



Triggering instabilities and multi-scale patterning on 
irradiated surfaces: composition-driven mechanisms

Baldwin et al, JNM, 2009

low concentrations of metal impurities triggering completely different 
structuring (patterning) conditions on Si vs refractory metals: role of 
bonding and defect dynamics

1.8x1022 cm-2

1.8x1022 cm-2
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FIGURE 1 Example of diversity of pattern formation on Si (a, b, d–g, i, m) and Ge (c, h, k, l) surfaces by low-energy ion-beam erosion. Beginning with
top left, the following surface topographies measured by AFM are shown: (a) ultra-smooth surface, (b, c) meshworks of randomly arranged troughs, (d)
domains of hexagonally ordered dots, (e) highly ordered ripple pattern, (f) coexistence of dots and ripples, (g) long range square ordered dots on Si, (h) long
range hexagonally ordered dots, (i, k, l, m) curved ripples. The individual patterns are formed under various erosion conditions (ion energy between 500 eV
and 2000 eV; ion species used Ar+, Kr+, Xe+; ion incidence angle between 0◦ and 75◦ with respect to the surface normal, partly with simultaneous sample
rotation). All experiments were performed keeping the samples at room temperature

beam erosion was given. Depending on sputtering conditions,
features like holes, ripples, dots, and smooth surfaces can
evolve. However, from particular interest, the main subject of
the work was the formation of ripple and dot patterns.

As already described, for the given experimental condi-
tions ripple patterns can be formed for ion incidence angles
between ∼ 5◦ and 30◦, whereas dot patterns occur at 75◦ with
simultaneous sample rotation. For both cases the influences of
ion energy and ion fluence on the size of the structures and
their ordering were systematically investigated. The ion en-
ergy was varied between 500 and 2000 eV and ion fluences
up to 4 ×1019 cm−2 were applied. The ion fluence equals the
total number of ions hitting the surface per unit area. For
a given ion flux (typically a flux of 1.87 ×1015 cm−2 s−1 was
used), the ion fluence is equivalent to the sputter time or to the
thickness of the removed surface layer.

Summarizing these studies, the most important results are:
(i) the ion energy basically determines the size of the evolving
ripples and dots. The period or wavelength of the structures
increases with ion energy and their amplitudes also increase.
Typically, periods between 30 and 70 nm are measured. The
behavior is in accordance with theory, assuming that non-
thermal surface relaxation processes like ion-induced viscous
flow or ballistic drift mechanisms are dominant. Neverthe-

less, a definite identification of the smoothing process, solely
based on the limited energy range, was not possible. (ii) For
both types of patterns (ripples and dots, respectively) the in-
fluence of ion energy on the degree of ordering of the nanos-
tructure is negligible. As a measure of ordering the system
correlation length was used. This quantity has been calcu-
lated from the full width at half maximum of the first-order
peaks of the PSD curves (see also Fig. 2). Minor changes
in this correlation length are attributed to the secondary ion
beam parameters which are slightly changed with ion en-
ergy. (iii) For both types of pattern (ripples and dots, respec-
tively) the wavelength/size of the structures is constant with
respect to the ion fluence. In contrast, the amplitude of the
pattern exponentially grows until a saturation for ion fluences
of 1 ×1018 cm−2 is observed. The amplitude saturation is in
accordance with current models and points to nonlinear mech-
anisms that start to act for these fluences. (iv) Specific for
the time evolution of the dot pattern is a saturation of order-
ing with increasing ion fluence equivalent to the saturation
of the size of the individual domains. In contrast, the de-
fect density in the ripple pattern decreases continuously. For
the highest fluence applied in this work (4 ×1019 cm−2, cor-
responding to a total erosion time of 6 h) the pattern with
a ripple wavelength of 50 nm has an average defect density

in this way, may lead to a source of plasma induced W erosion that
has not been previously considered.

3.3. W exposed to D2–He mixture plasmas

In the more realistic reactor PMI scenario, high-temperature ex-
posed W will not be subject to pure He plasma. The He level in the
ITER reactor exhaust for example is not expected to exceed,
fHe ! 0.1 [20], with the balance being largely hydrogen isotopes.
To explore the effects of Section 3.2 in this situation, W targets
were exposed at 1120 K, for durations of 3600 s to various
D2"He mixture plasmas. Cross-sectional SEM analysis, as in
Fig. 3, revealed the same surface modification by the growth of
nano-structures, but with reduced layer growth kinetics compared
to that described in Fig. 4(a) for pure He. Layer growth is dimin-
ished for low concentrations of plasma He up to fHe ! 0.3 compared
to pure He plasma exposure under similar conditions. A trend
emerges, however, when the growth of the nano-structured layer
is plotted against the incident He ion flux. This is depicted in
Fig. 4(b), which shows nano-structured layer thicknesses for many
targets exposed in both D2"He mixture and pure He discharges.
The plot displays two regions of interest. For plasmas that have
low bombardment fluxes of less than !7 # 1021 He ions m"2s"1,
the growth rate of the nano-structured layer, and hence diffusive
kinetics, are influenced by the magnitude of the He ion flux. Above
!7 # 1021 He ions m"2s"1 the rate of growth is independent of the
He ion bombardment flux. In the D2"He mixture cases, it is spec-
ulated that the presence of ionized deuterium is not responsible for
any reduction in the nano-structured layer growth rate. Indeed, the
lowest He ion flux plasma exposure was conducted in a separate rf
plasma device in pure He plasma. This single point also fits the ob-
served trend and collectively implies that the availability of diffus-
ing He, or He saturation of the W surface, plays a strong role in
producing the visible evidence of a growing nano-structured layer.
This would indirectly further the idea [18] that nano-structures
form through the action of a mechanism that traps He.

3.4. W in D2–He with Be and C injection: mixed material or nanoscopic
morphology

Considering the results of Section 3.3 the question arises about
the influence of other impurity species since the divertor plasma in
ITER is likely to contain a significant Be fraction. To explore this,
additional W targets were exposed at 1150 K to D2"0.1He admix-
ture plasmas with Be injection, and CD4 gas admixture. These re-
sults are shown in Fig. 5. Fig. 5(a) depicts the cross section of a
control W target exposed to D2"0.1He plasma for 4200 s. In this
case, an applied bias provides an ion bombardment energy of
!60 eV. The plasma exposure produces a nano-structured layer
of thickness!0.4 lm. Although not shown, a similarly exposed tar-
get, but with Be injection, fBe ! 0.001, revealed a near identical
nano-structured layer. In this case, Be availability was reduced
by physical erosion, as in Fig. 1(b), and the morphology dominated
by processes associated with He. A different story is apparent,
however, when Be availability is increased. In Fig. 5(b) the ion en-
ergy is reduced to !15 eV. In this case, a layer of Be"W alloy is
formed and the effects associated with He are not apparent. CD4

injection produces a similar effect at low energy !15 eV. In
Fig. 5(c), a small amount of carbon impurities in the plasma,
fC < 0.001, results in a thin !0.2 lm thick layer of almost pure C
that ultimately prevents nano-structures from forming.

Figs. 1 and 5 demonstrate how sensitive that PMI processes are
to the composition of the near surface. At 60 eV, the stopping range
for both D+ and He+ is under 30 nm in Be or C, so even this small
amount in the form of a protective layer will have a great impact
on the type of surface modification observed on a W surface.

4. Summary and conclusions

W targets exposed to PISCES-B D2 plasmas with Be injection in
the temperature range 1070–1320 reveal the formation of Be–W
alloy surfaces. Alloying kinetics are found to be optimal when Be
availability at the surface is maximized through the formation of
a layer of Be deposits. Reduced availability brought about by re-
erosion and/or evaporation at high-temperature, is found to inhibit
reaction kinetics in a PMI situation.

In He plasma, W exposed in the temperature range 1070"1320
K is found to develop a nano-structured surface layer consisting of
nano-rod like structures. The growth of the thickness of the nano-
structured layer is observed to have kinetics reminiscent of diffu-
sion. The impact of W surface nano-structure morphology on fusion
reactor performance is not fully clear. Such structures could poten-
tially source high-Z dust, and have different properties of retention
and thermal conduction compared to a planar W surface. As such,
these issues alone warrant further scientific investigation.

In D2"He mixture plasmas the presence of deuterium does not
appear to have an influence on the formation of W nanoscopoic
morphology. A reduced nano-structured layer growth rate in
D2"He mixture plasmas is more likely to be linked to the dilution
of the impinging He ion flux rather than a plasma-materials effect.
This suggests that nano-structures grow through the action of a
mechanism that requires saturation of the W matrix with He.

In D2"0.1He plasmas, a mixture relevant to divertor exhaust,
small impurity fractions can have a significant impact on the ob-
served morphology. Changes in W surface properties are found to
favor the most dominant impurity; Be"W alloy formation in the
case of Be impurities, and nanoscopic morphology in the case of He.

Finally, a few comments can be made concerning an ITER all
metal divertor. The ITER liner and dome are expected to operate

Fig. 5. Cross-sectional SEM images of W targets exposed to D2"0.1He plasma at
1150 K. (a) D2"0.1He, (b) D2"0.1He with Be injection, (c) D2"0.1He with CD4 gas
admixture. The plasma properties were ne = 2"3 # 1018 m"3 and Te ! 10–15 eV,
CHeþ = 1–3 # 1022 m"2s"1. Symbols to the right indicate target cross-section orien-
tation in SEM field of view and PMI surface.
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173 to have a uniform time interval between each event which is based
174 on the input value for the ion flux. Diffusion events do not occur at
175 a constant rate, so the sum time taken by all diffusion events is
176 tracked separately and compared to the total impact time to deter-
177 mine when events should occur. Diffusion rates are continually up-
178 dated throughout the simulation anytime a nearby coordinates
179 height is changed.
180 At the current time, the simulation code is able to complete a
181 run on a 1500 atoms ! 1500 atoms surface with a flux of 1015 -
182 ions/cm2-s and a fluence of 5 ! 1017 ions/cm2 in 32–36 h at a sim-
183 ulation temperature of 350 K. The runtime displays little to no
184 angular dependence.

185 4. Results and discussion

186 4.1. Phase diagram

187 In order to investigate the angular dependency of surface pat-
188 terning, simulations of 0!–60! incidence in 5! increments were per-
189 formed to construct a phase diagram. In all cases, 500 eV Ar+ are
190 incident on a Si surface with a simulation temperature of 350 K.
191 The ion flux was 1015 cm"2 s"1 and the fluence was up to
192 3 ! 1017 cm"2. The final morphologies were analyzed and a transi-
193 tion angle was found near 15!. Parallel-mode ripples were ob-
194 served to form at angles above 15!, while angles below 15! lead
195 to flat surfaces. The results also show that ripple amplitude and
196 wavelength increase with increasing incidence angle.
197 Four resulting surface morphologies are given in Fig. 3. At 0!
198 incidence, it is clear that the surface is essentially flat, with a height
199 range of about 1.4 nm. At 15! incidence, the surface becomes
200 rougher, with an average height of about 2.1 nm. Unordered rip-
201 ple-like patterns start to form, which indicates a transition phase.
202 At angles of 30! and 50!, clear parallel-mode ripples form at the
203 surface with amplitude around 3.0 nm. The 50! case also shows
204 corrugations of about 20 nm wavelength similar to those described
205 in [5], which are not predicted by any other model that we know
206 thus far.
207 Also, in order to evaluate the relative contribution of sputter
208 erosion and ion induced mass redistribution, another set of simu-
209 lations were performed for comparison. In these simulations, the
210 surface response for single impact was modeled by pure surface
211 erosion due to sputtering. The rest of the simulation parameters re-
212 mained the same. Thus, these simulations are conceptually identi-
213 cal to the classical BH model. In terms of pattern transition, the
214 resulting morphologies started to show ripple-like patterns from
215 very small incidence angles, unlike our model which predicted flat
216 surface for angles smaller than 15! (consistent with experimental
217 measurements). Fig. 4 provides four resulting morphologies to
218 compare with Fig. 3.

219Another comparison was performed with the ripple phase dia-
220gram developed experimentally by Madi et al. in [15,16] and re-
221vised in [17]. The results of our model appear to partially agree
222with the experiments presented therein; the parallel ripples corre-
223spond exactly with the experimental data for 50!, 500 eV inci-
224dence. This agreement is not perfect, since Madi and Aziz [17]
225predicted a flat-to-ripple transition angle at around 47!. This differ-
226ence may be caused by the smoothing mechanism used in our
227atomistic model. At near room temperature, it is believed the
228ion-enhanced viscous flow is the dominant smoothing mechanism
229instead of surface diffusion, which is the major mechanism at high
230temperature. Although the two mechanisms share the same func-
231tional form macroscopically, this limits the accuracy of compari-
232sons between Madis results and those from our simulations.
233Although the actual transition angle differs, the qualitative agree-
234ment is an improvement over classical BH theory, which always
235predicts ripples. The implication, then, is that the shape of the cra-
236ter-particularly the rims helps determine the resulting surface
237morphology, and not only the curvature dependence of the surface
238sputtering yield as held by conventional theory.
239Additional agreement with experiment is found by comparison
240to [3]. Here, the experimenters found long-scale corrugations to be
241present beneath the primary ripple structure, which after high

Fig. 2. Examples of crater functions. In all plots, the black arrow indicates the ion beam direction and impact location.

Fig. 3. Simulated surface morphology for different incident angles. The surface area
is about 100 nm by 100 nm. The arrows indicate beam direction.
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Summary and Outlook
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• Today we have a versatile toolkit of materials synthesis approaches, in particular, 
directed irradiation synthesis (DIS) and directed plasma nano synthesis (DPNS) 
leading to the discovery of multi-functional nano materials for extreme environments 

• The demanding conditions of radiation-based environments to materials is also 
motivating dynamic and in-situ characterization to more ably tailor these materials 
to be adaptive 

• Nuclear fusion environments were presented as an example of where adaptive 
multi-phase materials are currently being designed and programmed to be self-
healing and adaptive 

• Similar materials design paradigm could be used in other extreme environments 
that require multi-functional properties 

• Novel materials must also meet requirements for scalability in the context of 
industrial processing
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Thanks for your attention!
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In-situ TEM observation of the response of
ultrafine- and nanocrystalline-grained
tungsten to extreme irradiation
environments
O. El-Atwani1,2,3, J. A. Hinks4, G. Greaves4, S. Gonderman1, T. Qiu2, M. Efe5 & J. P. Allain1,2,3*

1School of Nuclear Engineering, Purdue University, West Lafayette, IN 47906, 2School of Materials Engineering, Purdue University,
West Lafayette, IN 47906, 3Birck Nanotechnology Center, West Lafayette, IN 47906, 4School of Computing and Engineering,
University of Huddersfield, HD1 3DH, United Kingdom, 5Department of Metallurgical and Materials Engineering, Middle East
Technical University, Ankara, Turkey.

The accumulation of defects, and in particular He bubbles, can have significant implications for the
performance of materials exposed to the plasma in magnetic-confinement nuclear fusion reactors. Some of
the most promising candidates for deployment into such environments are nanocrystalline materials as the
engineering of grain boundary density offers the possibility of tailoring their radiation resistance properties.
In order to investigate the microstructural evolution of ultrafine- and nanocrystalline-grained tungsten
under conditions similar to those in a reactor, a transmission electron microscopy study with in situ 2 keV
He1 ion irradiation at 9506C has been completed. A dynamic and complex evolution in the microstructure
was observed including the formation of defect clusters, dislocations and bubbles. Nanocrystalline grains
with dimensions less than around 60 nm demonstrated lower bubble density and greater bubble size than
larger nanocrystalline (60–100 nm) and ultrafine (100–500 nm) grains. In grains over 100 nm, uniform
distributions of bubbles and defects were formed. At higher fluences, large faceted bubbles were observed on
the grain boundaries, especially on those of nanocrystalline grains, indicating the important role grain
boundaries can play in trapping He and thus in giving rise to the enhanced radiation tolerance of
nanocrystalline materials.

T
he performance of materials in extreme environments poses important fundamental questions about the
behaviour of condensed matter under far-from-equilibrium conditions. These conditions create challenges
in materials design and synthesis as highlighted in a recent report1. Extensive research has focused on ion

irradiation of metals2,3, semiconductors4 and soft materials5 to elucidate the response of these materials to extreme
conditions. For example, the conditions found in nuclear fusion reactors have triggered recent research into the
radiation tolerance of plasma facing components6, resistance to morphological changes7–9 and degradation of
their mechanical properties10–12. Athough extensive work6,13 has focused on identifying candidate materials such
as refractory metals (for example, tungsten and molybdenum), fundamental understanding of the atomistic
processes which give rise to their radiation resistance has been limited by the small number of studies14–16, in
which the dynamic response of these materials is observed directly.

In the context of plasmas in nuclear fusion reactors, tungsten is considered one of the best options as a plasma
facing component (PFC) material17,18. However, it is known that irradiation of tungsten with He (one of the main
products of nuclear fusion reactions) can lead to microstructural changes such as bubbles19, pores20, nano-
structures9 and fuzz formation21 in addition to radiation induced hardening7 and embrittlement13. In the quest
for so-called ‘‘radiation resistant’’ materials, efforts have included investigations into novel ultrafine- and nano-
crystalline-grained materials22,23 (such as tungsten in the current study) due to the conjecture that radiation
resistance can be improved by increasing the grain-boundary area24,25. In the context of the current study, we
define a radiation resistant material as one which will demonstrate reduced surface nanostructure formation
under plasma facing conditions. Grain boundaries are known to be good He and defect sinks26–28, both of which
can drive the aforementioned microstructural changes29. Research studies on nanocrystalline grained metals
(such as copper30, gold31 and nickel30) and ceramics (such as ZrO2)32 have demonstrated higher radiation
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In-situ PMI diagnostics: 
MAPP in NSTX-U

PMI work at Illinois in Prof. Allain’s group
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• Process-property-performance relationships studied in well-diagnosed in-situ 
experiments at Illinois and collaborators worldwide.  Emphasis on nanoscale 
materials design and in-situ testing coupled to computational models

Irradiation behavior of hot 
lithium coatings on refractory 

and graphitic porous substrates

Multi-scale irradiation on 
extreme-refined grained W

Fluxes: 1018-1024 m-2s-1 

Fluence ~ 1018-1026 m-2 

T ~ RT up to 1200K 
E ~ 10 eV to 2-keV

Processing: 
Spark plasma sintering 

severe plastic deformation
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Unraveling the “black box” of the plasma-material 
interface in tokamak devices
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• Fundamental interactions between the energetic particles from the plasma and its interface 
with the wall have for a long time been known to be important 

• However, systematic understanding of this coupling has been challenged by the aggressive 
environment at the fusion plasma edge 

• Wall material options were also driven in part by their influence on plasma performance (e.g. 
impurity erosion, particle recycling, etc...) 

• In-vessel coatings deposition (e.g. boronization) led numerous efforts in manipulating plasma 
behavior with conditioning of the wall1 

• however most of these efforts relied mostly on “trial and error” as the PMI (plasma-material 
interaction) empirical parameter space was developed over time 

• spatial scales became evidently important: sputter depth, penetration depth of 1-100 eV D 
ions ranging from 1-10nm in most fusion PFC materials, and diffusive scales of order 
100-1000 nm, surface chemistry interactions at the first few monoloayers and re-constituted 
material films that vary from a few nm to 100-1000 nm results in our effort to elucidate 
plasma-surface interactions from an atomistic level through the mesoscale and up to the 
macro-scale behavior of the plasma edge to the core.

1B. Lipschultz et al. Phys. Plasmas 13 (2006) 056117 
2G. Federici et al. Nucl. Fusion 2001 
3G.F. Councell et al. J. Nucl. Mater. 290 (2001) 255

NSTX PAC-27 – Lithium Research Status and Plans 6/15February 3-5,  2010

Gas balance retention measurements correlate with in-situ

PMI surface science measurements
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Ions:
Cross-field transport – turbulent driven 
ion fluxes can extend into far SOL 
! recycled neutrals 
! direct impurity release 
ELMs can also reach first walls
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Managing materials losses in a multi-component 
plasma-material interface
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What is the problem? We lack the basic understanding 
and diagnosis of PSI processes in fusion devices1
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✤ Intermediate steps uncertain 
between erosion and core plasma 

• Intense power flux density: 
materials placed near thermal 
limits 

✤ Surface layers of PFM are rapidly 
and continually being reconstituted 
by plasma erosion and re-
deposition 

✤ Plasma transports ensures large 
gradients in plasma conditions 
across magnetic flux surfaces

For carbon, the situation is not so clear. Indeed, in pyro-
lytic graphite or fine grain graphites with low porosity,
hydrogen does not diffuse and after reaching a local con-
centration in the implantation range of D/C = 0.4 further
hydrogen is re-emitted as expected [37]. However, in more
porous materials [38], like carbon fibre composite (CFC)
materials [39] contemplated for ITER due to their good
thermo-mechanical properties, the behaviour is different.
To investigate this point, recent coordinated experiments
have been performed at high fluence in ion beams, plasma
devices and tokamaks. Results have shown no saturation
of the total implanted amount as a function of fluence.
Instead, the retained amount increases as the square root
of the ion fluence (see Fig. 5) due to diffusion deep into
the bulk. This inward diffusion shows a very low activation
energy and details of the transport process are poorly
understood [39]. This could have implication for long
pulse/high fluence machines such as ITER, and probably
plays a role to explain the retention rate observed in the
long pulses of Tore Supra [23].

In many metals, including Be and W, deuterium is
highly mobile and is only retained in radiation damage or
defects of the crystal lattice [40,41]. After saturating avail-
able traps in the ion induced damage profile, inward diffu-
sion and subsequent trapping at lattice defects increases the
total amount similarly to the case of porous graphites and
the resulting retention depends critically on the crystallinity
of the substrate. The retention increases from single crys-
tals, to well annealed polycrystalline material and high val-
ues in plasma-sprayed W coatings [42]. As the build-up of
the inventory is diffusion limited, it increases only with a
square-root dependence on the fluence and stays tolerable
at high fluences (Fig. 5). While at ion fluences typical for
today’s fusion devices of the order of 1024 D/m2 and dis-
charge, only a fraction of 10ffi3 of the incident fluence is
retained, this fraction levels off to negligible values for
ITER fluences expected to exceed 1026/m2 and discharge.
Similar behaviour is observed for Be [36], although the
database is much less broad.

4.2. Co-deposition

4.2.1. Erosion of plasma facing materials
The first step in the chain of processes leading to fuel

inventory build-up by co-deposition is the erosion of the
wall material. In the keV energy range physical sputtering
of solids is well described by theory [43], while in the range
below 1 keV, especially for light ions, threshold effects have
to be considered [44,45]. A broad experimental data base
exists today and even down to yields of the order of 10ffi5

the data are well reproduced by Monte Carlo codes simu-
lations, such as SPTRIM [46] (Fig. 6). In view of uncertain-
ties in the edge and divertor plasma parameters in future
fusion devices, the precision of the sputtering yield data
is very good for wall lifetime and tritium inventory
estimates.

The situation is different for carbon based materials. In
this case the chemical interaction with the hydrogen plasma
leads to enhanced chemical erosion yields [47] (Fig. 6).
Chemical erosion is a complicated, multi-step process
which was discovered in 1976, and still exhibits many unre-
solved details. It will be reviewed in this volume by Meyer
[48] and cannot be reproduced here in detail. The main fea-
tures, important for the co-deposition chain are:

• Enhanced yields at elevated temperatures with a maxi-
mum around 600–800 K and yields around 10ffi1.

• Emission of hydrocarbon molecules and radicals with
different sticking behaviour on surfaces.

• At least two erosion processes are involved: a thermal
reaction process (no threshold, no isotope effect) [49]
and a kinematical process at room temperature and
low ion energies (energy threshold observed in plasmas
[50] and MD calculation [51]).

10 19 10 20 10 21 10 22 10 23 10 24 10 25 1026
10 19

10 20

10 21

10 22

10 23

10 24

10 25

200 eV D +->W

CFC

R
et

ai
n

ed
 fl

u
en

ce
 

(a
t/

m
2
)

Incident fluence (ions / m 2)

100% 

200 eV D +->C

pyrol. graphite

Fig. 5. Retention of 200 eV D+ deuterium in carbon (pyrolytic graphite
and CFC) and polycrystalline tungsten.
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J. Roth et al. / Nucl. Instr. and Meth. in Phys. Res. B 258 (2007) 253–263 259

1D.G. Whyte, HHFC Meeting, UCSD, December 2008


